
www.ijiarec.com 

 
Author for correspondence: 

Department of Computer Science and Engineering, The Kavery Engineering College, Mecheri Salem-636453 

 

      Volume-8 Issue-1 

International Journal of Intellectual Advancements 

and Research in Engineering Computations 

An efficient recommender for rating prediction using relevance feedback 

algorithm 

G.Sudha
1
, A.Sowmiya

2
,
 
K.Arunadevi

3
,
 
R.Sudha

4
 

1
Assistant Professor, Department of Computer Science and Engineering, The Kavery Engineering 

College, Mecheri Salem-636453. 
2
BE Computer Science and Engineering, The Kavery Engineering College, Mecheri Salem-636453. 

 

ABSTRACT 

Recently, collaborative filtering combined with various kinds of deep learning models is appealing to 

recommender systems, which have shown a strong positive effect in an accuracy improvement. However, 

many studies related to deep learning model rely heavily on abundant information to improve prediction 

accuracy, which has stringent data requirements in addition to raw rating data. Furthermore, most of them 

ignore the interaction effect between users and items when building the recommendation model. To addr ess 

these issues, we propose DCCR, a deep collaborative conjunctive recommender, for rating prediction tasks that 

are solely based on the raw ratings.  

A DCCR is a hybrid architecture that consists of two different kinds of neural network models (i.e., an auto encoder 

and a multilayered perceptron). The main function of the auto encoder is to extract the latent features from the 

perspectives of users and items in parallel, while the multilayered perceptron is used to represent the interaction 

between users and items based on fusing the user and item latent features. 

Keywords: Deep Learning Models, DCCR, Effect in an Accuracy Improvement, Collaborative filtering combined. 

 

 

INTRODUCTION  

Recommender systems are essential for the 

success of many online applications. Considering 

online shopping websites as an example, numerous 

goods are provided by these shopping sites, and 

users browse all the information about all the 

goods in a short time. In this context, 

recommender systems, as one kind of effective 

information filtering tool, not only can help users 

to obtain more valuable advice by filtering the 

redundant information but also gradually increase 

the sales volume of the websites. As a result, 

recommender systems have already been integrated 

in some large-scale websites (e.g., Amazon), 

which continually service thousands of people. To 

date, different kinds of recommendation tasks have 

been extensively investigated in academia and 

industry, including rating prediction tasks Top-N 

tasks click-through rate prediction.  

These tasks can help people to obtain useful 

information from a certain amount of varied data, 

which conform to the actual use scenario in 

industrial applications. In the past few decades, 

teams of researchers have spent a considerable 

amount of effort on recommender design and have 

achieved great results. Collaborative filtering (CF) 

is one of the great inventions in recommendation 

research that has been successfully used for 

industry applications. In contrast to traditional CF 

recommenders that depend on calculating the 

similarity between users/items with similar 

preferences, matrix factorization (MF) is a popular 

CF recommender for rating prediction tasks. MF 

decomposes the original rating matrix R into two 

low-rank matrices, which represent the latent 
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feature space of users and items. Due to their 

effectiveness, variants of the MF method have 

been proposed. Recently, with the success of deep 

neural networks, the combination with deep 

learning methods is a new breakthrough for 

recommenders. 

 

PROPOSED SYSTEM 

Recent research has made clear the spread and 

the influence of user-generated comments and, 

thus, the need for sophistication in handling it. 

Review credibility has two main components: 

trustworthiness (which equates to honesty or 

sincerity) and expertise (which equates to 

accuracy). Prior research also shows the effects of 

valence (positivity or negativity) in reviews, noting 

that negative reviews have more influence than 

positive reviews on readers' perceptions of review 

credibility and purchasing decisions. Users 

themselves are starting the conversation, figuring 

out alternate ways for getting tasks done, and 

troubleshooting issues that they encounter. And 

they're sharing their experience and expertise 

without expecting anything in return. 

Advantages 

 Millennial spend more than five hours per day 

 Peer-created media. 

 Trust user-generated content50%. 

 Influential on their purchase. 

  

METHODOLOGY 

Relevant Feedback Algorithm 

Relevant feedback technique have been the 

mainstay of numerical linear algebra dating back to 

the and have recently gained popularity in 

recommender systems applications because of their 

effectiveness in improving recommendation 

accuracy. Many variations of relevant feedback 

technique have been developed to solve the 

problems of data sparsity, over fitting, and 

convergence speed, and they turned out to be a 

crucial component of many well-performing 

algorithms in the popular Netflix Prize1 

competition. We implemented the basic version of 

this technique, as presented in. With the 

assumption that a user’s rating for an item is 

composed of a sum of preferences about the 

various features of that item, this model is induced 

by Singular Value Decomposition (SVD) on the 

user-item ratings matrix. 

 

SYSTEM MODEL 

 
 

RELATED WORK 

Recently, a surge of interest in applying deep 

learning to recommendation systems has emerged. 

Neural Matrix Factorization address implicit 

feedback by jointly learning a matrix factorization 

and a feed forward neural network. Wang et al. 

unify the generative and discriminative 

methodologies under the generative adversarial 

network framework for item recommendation, and 

question answering. A recent survey provides a 

comprehensive overview of deep learning for 

recommender systems. Auto encoders have been a 
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popular choice of deep learning architecture for 

recommender systems.  

Specifically, denoising auto encoders are based 

on an unsupervised learning technique to learn 

representations that are robust to partial corruption 

of the input pattern. This eventually led to 

denoising auto encoders being used for 

collaborative personalized recommenders. The 

authors of the RBM study propose a method for 

rating prediction that uses Contrastive Divergence 

as the objective function to approximate the 

gradients propose a collaborative denoising auto 

encoder model that utilizes an additional input 

encoding for the user latent factor for 

recommendation based on implicit feedback. 

 

RESULT AND DISCUSSION 

Admin Login 

Admin can login their account. Add the main 

category and next add the sub category. View the 

added product, if u wants to delete the files means 

delete. 

 

 
 

Add Product 

Next search the product and select to add cart. View the product details and buy the product. Give review 

for that selected product. 
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Product List 

View the admin added files and select the product to apply product details. View the all  product list. 

 

 

 

CONCLUSION 

We first verified the findings of prior research 

on credibility and its components: trustworthiness 

and expertise. We too found that credibility, 

trustworthiness, and expertise are strongly 

correlated. With this finding in hand, we focused 

on credibility. Implications for Research and 

Theory: Overall, we found that the perceived 

credibility of a review is little changed by the 

context of its site environment—brand or retailer.  

Review readers may determine credibility 

mainly through the text of the review as opposed to 

having the site environment influence their 

perceptions. While our current study did not 

directly compare high-credibility sites to midlevel-

credibility sites, future research could compare 

high-level and midlevel-credibility  companies, as 

well as low-credibility companies in order to 

determine the extent to which a company's 

credibility transfers. 

 

REFERENCES 

[1]. M. D. Ekstrand, J. T. Riedl, and J. A. Konstan, ‘‘Collaborative filtering recommender systems,’’ Found. 

Trends Hum.-Comput. Interact., 4(2), 2011, 81–173,. 

[2]. R. Kumar, B. K. Verma, and S. S. Rastogi, ‘‘Social popularity based SVD++ recommender system,’’ Int. J. 

Comput. Appl., 87(14), 2014, 33–37. 

[3]. A. Krizhevsky, I. Sutskever, and G. E. Hinton, ‘‘Imagenet classification with deep convolutional neural 

networks,’’ in Proc. Adv. Neural Inf. Process. Syst., 2012, 1097–1105. 

[4]. Y. Jhamb, T. Ebesu, and Y. Fang, ‘‘Attentive contextual denoising autoencoder for recommendation,’’ in Proc. 

ACM SIGIR Int. Conf. Theory Inf. Retr. New York, NY, USA: ACM, 2018, 27–34.  

[5]. X. Cai, J. Han, and L. Yang, ‘‘Generative adversarial network based heterogeneous bibliographic network 

representation for personalized citation recommendation,’’ in Proc. 32nd AAAI Conf. Artif. Intell., 2018, 1–8.  

[6]. Y. Peng, S. Wang, and B.-L. Lu, ‘‘Marginalized denoising autoencoder via graph regularization for domain 

adaptation,’’ in Proc. Int. Conf. Neural Inf. Process. Berlin, Germany: Springer, 2013, 156–163. 

[7]. P. Baldi and P. J. Sadowski, ‘‘Understanding dropout,’’ in Proc. Adv. Neural Inf. Process. Syst., 2013, 1–9. 



130 
Sudha G et al., Inter. J. Int. Adv. & Res. In Engg. Comp., Vol.–08(01) 2020 [126-130] 

Copyrights © International Journal of Intellectual Advancements and Research in Engineering Computations, 

www.ijiarec.com 

[8]. J. Deng, W. Dong, R. Socher, L. Li, K. Li, and L. Fei-Fei, ‘‘Imagenet: A large-scale hierarchical image 

database,’’ in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2009, 248–255. 

[9]. H. J. Xue, X. Dai, J. Zhang, S. Huang, and J. Chen, ‘‘Deep matrix factorization models for recommender 

systems,’’ in Proc. IJCAI, 2017, 1–7.  

[10]. N. Srivastava, G. Hinton, A. Krizhevsky, I. Sutskever, and R. Salakhutdinov, ‘‘Dropout: A simple way to 

prevent neural networks from overfitting,’’ J. Mach. Learn. Res., 15(1), 2014, 1929–1958. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


