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ABSTRACT 

In today’s world, the SARS-CoV2 virus, which causes COVID-19 (coronavirus) has become a pandemic and 

has spread all over the world. Because of increasing number of cases day by day, it takes time to interpret the 

laboratory findings thus the limitations in terms of both treatment and findings are emerged. Due to such 

limitations, the need for clinical decisions making system with predictive algorithms has arisen. Predictive 

algorithms could potentially ease the strain on healthcare systems by identifying the diseases. In this study, we 

perform clinical predictive models that estimate, using machine learning. To evaluate the predictive 

performance of our models, precision, F1-score, recall, AUC, and accuracy scores calculated. The 

experimental results indicate that our predictive models identify the future confirmed cases (COVID- 19 

disease) at accuracy of 94.60%, F1-score of 93.38%, precision of 89.48%, recall of 96.48%, and AUC of 

78.50%. It is observed that predictive models trained on datasets could be used to predict COVID-19 infection, 

and can be helpful for medical experts to prioritize the resources correctly. The models (available at 

(https://github.com/JananiPrabu/COVID-19-Machine-learning-comparision))can be used to assist the medical 

experts and clinical prediction studies. 
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INTRODUCTION  

Coronaviruses are a large family of viruses that 

can cause severe illness to the human being. The 

first known severe epidemic is Severe Acute 

Respiratory Syndrome (SARS) occurred in 2003, 

whereas the second outbreak of severe illness 

began in 2012 in Saudi Arabia with the Middle 

East Respiratory Syndrome (MERS). The current 

outbreak of illness due to coronavirus is reported 

in late December 2019. This new virus is very 

contagious and has quickly spread globally. On 

January 30, 2020, the World Health Organization 

(WHO) declared this outbreak a Public Health 

Emergency of International Concern (PHEIC) as it 

had spread to 18 countries. On Feb 11, 2020, WHO 

named this “COVID-19”. On March 11, as the 

number of COVID-19 cases has increased thirteen 

times apart from China with more than 118,000 

cases in 114 countries and over 4,000 deaths, 

WHO declared this a pandemic. As the outbreak of 

the COVID-19 has become a worldwide pandemic, 

the real-time analyses of epidemiological data are 

needed to prepare the society with better action 

plans against the disease. Since the birth of novel 

COVID19, the world is restlessly fighting with its 

cause. The main objective of this paper  

 To predict and forecast COVID-19 cases, 

deaths, and recoveries through predictive 

modelling,  

 Develop a model based on the machine learning 

to predict the virus spread in future.   
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In this study, we provide a prediction system 

for detection of COVID-19 infection by 

developing and applying various machine learning 

models.   

 

RELATED WORK  

It is important to predict clinical tasks for 

health base systems. Computer aided clinical 

predictive models have been used in various areas 

including risk of heart failure [29], mortality in 

pneumonia [30, 31], mortality risk in critical care 

[32–34]. With these systems medical experts are 

enable to comprehend and assess clinical findings 

better. In this study, we build on recent 

methodological advances to provide clinical 

predictive model for COVID-19. Similar studies 

about clinical prediction for COVID-19 are limited 

in the literature. In this study, Four clinical 

features were considered and two different - Linear 

regression, Facebook prophet were applied. The 

performance of the algorithms was evaluated with 

only accuracy values. Best accuracy was obtained 

with Facebook Prophet with 96.4%. In the another 

study [27], authors applied machine learning 

classifiers to predict COVID-19 diagnosis. Clinical 

data was obtained from Kaggle for COVID 19 

spread in India. 18 clinical findings were 

considered in the study and classifiers were 

evaluated with AUC, sensitivity, specificity, F1- 

score, Brier score, positive predictive value, and 

negative predictive value. Only five different 

classifiers were applied including, SVM, random 

forests, neural networks, logistic regression, and 

gradient boosted trees. The best AUC scores were 

obtained with both SVM, and random forest 

classifiers with 0.847. In the study of [28] , clinical 

predictive model for COVID-19 was proposed. In 

the study, data was collected from Hospital 

Israelite Albert Einstein at Sao Paulo, Brazil like 

in this study and [27]. Authors applied various 

machine learning applications including RF, NN 

(Neural Network), LR, SVM, XFB (Gradient 

Boosting) and determined the performance of 

classifiers by calculating sensitivity, specificity, 

and AUC scores. The best performance was 

obtained with XGB with 66% AUC score.  

 

METHODS AND DATA  

Data description  

Dataset includes the Age group details, 

Hospital beds in India, ICMR Testing Labs, 

Individual Details. Population of India details and 

State wise Testing details. In this our objective is 

to predict the spread of corona virus in future. So 

only the necessary fields like confirmed cases, 

daily updated cases and date pf the patient 

admitted in the hospital are considered. Samples 

were collected from patients to detect SARS-CoV2 

in the early months of 2020. Dataset contains 111 

laboratory findings from 5644 various patients. In 

the dataset, the rate of positive patients was around 

10% of which around 6.5% and 2.5% required 

hospitalization and critical care. In the dataset, 

there is no gender information. According to the 

study of [26– 28], 18 laboratory findings have a 

vital role on COVID-19 disease. Thus, we wiped 

away remaining laboratory features to balance the 

dataset and to perform COVID-19 detection. After 

the balancing process, dataset includes 18 

laboratory findings from 600 patients,  

AI based algorithms learn from the historical 

data to provide predictions for the future outcomes. 

Machine learning (ML) and deep learning (DL) 

algorithms can be considered as a subset of the AI. 

It is an area that is based on learning and 

improving on its own by analyzing computer 

algorithms. There are certain differences between 

machine learning and deep learning. To assess the 

predictive performance of each of the developed 

predictive models, we calculated their performance 

in terms of accuracy, f1-score, precision, recall, 

and area under roc curve (AUC). To validate the 

data, we both used 10-fold cross validation and 

80– 20 train-test split approach 

 

DEEP ANALYSIS INTO 

ALGORITHMS 

Linear regression  

Linear regression is perhaps one of the most 

well-known and well understood algorithms in 

statistics and machine learning. The reason is 

because linear regression has been around for so 

long (more than 200 years). It has been studied 
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from every possible angle and often each angle has 

a new and different name. Linear regression is 

a linear model, e.g. a model that assumes a linear 

relationship between the input variables (x) and the 

single output variable (y). More specifically, that y 

can be calculated from a linear combination of the 

input variables (x). When there is a single input 

variable (x), the method is referred to as simple 

linear regression. When there are multiple input 

variables, literature from statistics often refers to 

the method as multiple linear regression. Different 

techniques can be used to prepare or train the 

linear regression equation from data, the most 

common of which is called Ordinary Least 

Squares. It is common to therefore refer to a model 

prepared this way as Ordinary Least Squares 

Linear Regression or just Least Squares 

Regression. Linear regression is an attractive model 

because the representation is so simple. 

The representation is a linear equation that 

combines a specific set of input values (x) the 

solution to which is the predicted output for that 

set of input values (y). As such, both the input 

values (x) and the output value are numeric. The 

linear equation assigns one scale factor to each 

input value or column, called a coefficient and 

represented by the capital Greek letter Beta (B). 

One additional coefficient is also added, giving the 

line an additional degree of freedom (e.g. moving 

up and down on a two-dimensional plot) and is 

often called the intercept or the bias coefficient. 

For example, in a simple regression problem (a 

single x and a single y), the form of the model 

would be: 

y = B0 + B1*x 

In higher dimensions when we have more than 

one input (x), the line is called a plane or a hyper-

plane. The representation therefore is the form of 

the equation and the specific values used for the 

coefficients (e.g. B0 and B1 in the above example). 

It is common to talk about the complexity of a 

regression model like linear regression. This refers 

to the number of coefficients used in the model. 

When a coefficient becomes zero, it effectively 

removes the influence of the input variable on the 

model and therefore from the prediction made 

from the model (0 * x = 0). This becomes relevant 

if you look at regularization methods that change 

the learning algorithm to reduce the complexity of 

regression models by putting pressure on the 

absolute size of the coefficients, driving some to 

zero. 

Learning a linear regression model means 

estimating the values of the coefficients used in the 

representation with the data that we have available. 

There are many more techniques because the 

model is so well studied. Here we are going to 

implement the normal equation method through the 

linear regression  

Facebook Prophet 

When a forecasting model doesn’t run as 

planned, we want to be able tune the parameters of 

the method with regards to the specific problem at 

hand. Tuning these methods requires a thorough 

understanding of how the underlying time series 

models work. The first input parameters to 

automated ARIMA, for instance, are the maximum 

orders of the differencing, the auto-regressive 

components, and the moving average components. 

A typical analyst will not know how to adjust 

these orders to avoid the behavior and this is the 

type of expertise that is hard to acquire and scale. 

The Prophet package provides intuitive parameters 

which are easy to tune. Even someone who lacks 

expertise in forecasting models can use this to 

make meaningful predictions for a variety of 

problems in a business scenario. We use a 

decomposable time series model with three 

main model components: trend, seasonality, and 

holidays. They are combined in the 

following equation: 

 

 g(t): piecewise linear or logistic growth curve for 

modelling non-periodic changes in time series 

 s(t): periodic changes (e.g. weekly/yearly 

seasonality) 

 h(t): effects of holidays (user provided) with 

irregular schedules 

 εt: error term accounts for any unusual changes 

not accommodated by the model 

Using time as a regressor, Prophet is trying to 

fit several linear and non linear functions of time 

as components. Modeling seasonality as an 

additive component is the same approach taken by 

exponential smoothing in Holt-Winters 

technique. We are, in effect, framing the 
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forecasting problem as a curve-fitting exercise 

rather than looking explicitly at the time-based 

dependence of each observation within a time 

series. 

APPLICATION RESULT 

The below table shows the accuracy and other 

criteria when the model is developed in those two 

algorithms.  

 

 Accuracy  F1-

Score  

Precision  Recall  AUC  

Linear 

Regression 

0.9032 0.9134  0.8855  0.9578  0.7115  

Facebook 

Prophet  

0.94600  0.9338  0.8948  0.9648  0.7849  

 

In addition to these, we tested the performance 

of the algorithms using 80–20 train-test split 

approach. As can be seen in above Table, the 

accuracy results of all machine learning models 

were reached at least 90.00% and above.  

 

 
5.1 Prediction using linear regression 

 

The major limitation in this study is the size of 

the data. Data up to August 3
rd

 2020 were used, 

and some laboratory findings could not be 

measured for some patients. In addition to these, 

the data was imbalanced, thus we balanced the data 

by deleting some materials. The performance of 

these models can be enhanced with a larger data 

set.  

 

 
5.2 Prediction using Facebook Prophet (Date wise) 
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5.3 Prediction using Facebook Prophet (Day wise) 

 

CONCLUSION 

In conclusion, we found evidence to suggest 

that machine learning application models can be 

applied to predict COVID-19 infection with 

laboratory findings. Our experimental results 

indicate that government can take some effective 

measures to reduce the confirmed cases in future. 

Based on our study’s results, we conclude that 

health- care systems should explore the use of 

predictive models that assess individual COVID-

19 risk in order to improve healthcare re- source 

prioritization and inform patient care.  
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